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Abstract 

A hands-on curriculum that blends theory and practical skills is essential to teach manufacturing. 

An integral part of such a curriculum is a learning factory, which allows engineering students to 

experience the entire manufacturing cycle of a product in a realistic factory environment. In 

addition to learning the required technical skills, students can practice their collaborative skills and 

communication via teamwork in a learning factory. With virtual reality (VR), environments can 

be made using game engines that simulate their real-world equivalents, providing realistic 

experiences. Compared to traditional remote learning, VR-based learning together with online 

remote learning is experiential, allows for natural interaction, and is only limited by the capabilities 

of the hardware running the virtual environments. The cost of VR devices has dramatically reduced 

with standalone VR devices such as Meta Quest 2, making these devices a compelling option for 

specialized educational simulations. A VR Learning Factory should support synchronous 

collaboration of multiple learners in the same environment. This is a critical advantage of using 

VR, since collaboration is an essential skill for engineers. To maximize this benefit, it is imperative 

to develop an appropriate VR interaction mode, because it can greatly influence the effectiveness 

of collaborations. In this research, we explore multi-user interaction within the context of the VR 

Learning Factory and compare two modes of virtual user interaction that we call natural and magic. 

Magic interactions include three additional tools: object container, holographic representation, and 

multi-object selection. We conduct an analysis of the two modes of VR interaction in a craft 

production task and show increased performance of using magic interactions. 

1. Introduction 

Manufacturing helps create wealth, provides jobs, and is vital to the economy. Because technology 

is changing rapidly, manufacturing companies need to adapt and stay ahead of the competition. 

There is an imperative need to train future engineers in the manufacturing industries to help them 

adapt the latest technology to stay competitive. A hands-on curriculum that blends theory and 

practical skills is needed to teach these essential skills. An integral part of such a curriculum is a 

learning factory, which is a simulation environment that is designed to provide real-world 

understanding of how manufacturing systems operate, how they can be optimized, and how they 

can be maintained. A learning factory may include equipment and tools used in actual 

manufacturing facilities, such as production lines, assembly stations, and automation systems. Its 

focus on “active learning” allows participants to apply theory in practical situations and acquire 

technical and problem-solving skills in a safe and controlled environment. In addition to learning 

the required technical skills, a learning factory allows engineering students to practice their 

collaborative skills in teamwork and communication. However, a physical learning factory is 



 

extremely costly that requires significant spatial and financial resources. Furthermore, as 

experienced during the COVID-19 pandemic, access to an in-person learning environment cannot 

always be guaranteed. 

With the advancement of virtual reality (VR) technology, learning factories are no longer limited 

by physical space and resources but only by the capabilities of the hardware, which is becoming 

dramatically affordable with standalone VR devices such as the Meta Quest 2. VR enables us to 

develop virtual learning factories that simulate the entire manufacturing process. This paper 

presents the VR Learning Factory, which is a simulation environment that aims to provide an 

interactive and collaborative educational experience for students. VR environments, together with 

online networking technology, allow us to connect multiple students from different physical 

locations and place them in the same virtual environment. Students can practice not only technical 

skills but also collaborative problem-solving skills in a teamwork setting in their learning process.   

Collaborative learning is an essential part of manufacturing education. Collaboration is an intrinsic 

characteristic of manufacturing where concepts such as scalability and division of labor are key 

factors. The multiplayer functionality of the VR Learning Factory facilitates the implementation 

and extension of collaborative learning in the field of manufacturing. Although VR provides 

immersive visualization and environment, its interfaces via controllers still have game-like 

features. An appropriate interaction method is crucial for a VR learning environment to facilitate 

collaborative simulation and learning. 

This research presents and compares two different interaction modes, namely natural and magic. 

Natural interaction simulates how a student would interact with objects in real life – they reach 

out to objects with their hands, grab them, and pass them to their teammates. However, since this 

is a virtual environment, other interaction methods can become possibilities. It can feel unnatural 

and uncomfortable to mimic in a virtual space the way we interact in the real world via controllers. 

Our alternative interaction mode, which we call magic interactions, refers to the ability of students 

to perform interactions not available in the real life. Students can select, copy, and paste objects 

within the simulation, which enables them to easily share and duplicate subassemblies or 

individual objects. They can also see holographic representations of objects to help them with 

assembly, and select multiple objects at the same time. This research presents our proposed mode 

of magic interactions, describes its implementation within the VR Learning Factory, and conducts 

a preliminary usability evaluation to assess the impact of magic interactions on user performance 

and collaboration. The results of the evaluation indicated that magic interactions indeed improve 

user performance and collaboration, even though the limited scope of the usability evaluation 

restricts general conclusions that can be drawn regarding the effectiveness of the magic 

interactions. 

2. Related Research 

This section reviews previous research on active, online, and VR-based learning. We also analyze 

different VR interaction methods. Our objective is to examine prior studies in related areas, analyze 



 

their findings, and compare our proposed research. Additionally, this section emphasizes various 

interaction methods used in previous studies and their impact on collaboration. 

 

2.1 Active Learning 

Active learning follows a constructivist approach and emphasizes student engagement and hands-

on, collaborative activities. Constructivism proposes that people gain knowledge through practice 

rather than passive observation. This approach promotes self-reflection and helps students develop 

the essential skills needed for professional careers [1] Additionally, active learning approaches 

have decreased failure rates, increased grades [1] [2], and narrowed gaps for underrepresented 

students [3]. However, implementing active learning strategies in engineering curricula requires 

extensive time and resources [4]. Despite these challenges, educational institutions have adopted 

active learning to address the professional skills gap of engineering graduates [5] [6]. These 

strategies vary from abstracted simulations using consumer goods [7] to complex facilities using 

specialized equipment [8]. 

One such implementation of active learning in engineering is the Learning Factory, an integral part 

of the curriculum developed by the Manufacturing Engineering Education Partnership (MEEP) [8]. 

The Learning Factory provides engineering students with manufacturing experience closely 

matching the real world [9]. This approach has been seen to improve knowledge attainment and 

performance for engineering students over traditional learning methods [9]. However, Learning 

Factories require many resources to create and maintain; additionally, there are concerns over 

scalability, specificity, and effectiveness [4]. As a result, researchers have proposed Digital 

Learning Factories using VR devices to address some of these concerns [10]. 

 

2.2 Online-based Learning 

Online-based active learning approaches have seen similar success as in-person approaches; 

additionally, online-based learning provides unique communication methods [11]. VR-based 

learning engages more senses than traditional online-based learning [12]. These extra senses 

provide a sense of immersion and presence. The sense of presence is the recognition of "being 

there,” while immersion is the quantitative measure by which technology can simulate a virtual 

environment [13] [14]. Studies have shown that multisensory integration boosts performance  [15] 

and leads to faster, more efficient learning [16] [17]. These learning environments also provide the 

ability to integrate artificial intelligence, such as speech recognition [18]. In addition, educators 

have complete control over the virtual environment, allowing them to simulate scenarios that may 

not be possible in traditional laboratory or classroom settings. 

 

 

 

 



 

2.3 VR in Engineering and Manufacturing Education 

 

VR-based learning offers cost-effective, fully interactive, realistic virtual environments that allow 

students to apply theoretical knowledge to industry problems. VR-based learning integrated 

closely with course learning objectives offers advantages over traditional learning [19] for 

engineering students without access to laboratories. As the availability of VR devices increases 

and the price of VR devices reduces, the availability of VR in engineering education increases. A 

systematic review study discovered that the primary applications of VR in higher education are to 

teach: 1) procedural-practical knowledge (33%), such as extinguishing fires, and 2) declarative 

knowledge (25%), such as memorizing relevant names or concepts [20]. In manufacturing, for 

example, VR is used to demonstrate safety procedures and operations of machines, such as CAD 

equipment [21]. In another study, a major Mexican utility company developed a VR maintenance 

training module for line workers [22]. In many cases, VR is used in limited ways as supplementary 

materials for teaching static knowledge rather than fully simulating the entire process. Recently, 

researchers have proposed virtual learning factories that integrate the five manufacturing 

paradigms [23], and some propose a hybrid learning factory [24] combining the physical and 

virtual worlds. In addition, integrating gamification elements in the virtual learning factory 

enhances student engagement [25], and a client-server architecture facilitates multi-user 

interaction. However, little work has been done to develop interaction methods for multiplayer 

collaborative learning in manufacturing education.  

 

2.4 VR-based Interaction Modes 

 

This section delves into various interaction methods in VR, focusing on object manipulation and 

object selection. By exploring the various approaches to interactions in VR, we hope to understand 

better their impact on collaboration in virtual environments. Natural interaction mimics real-world 

interaction by mapping a user's actions directly to their virtual representation. As a result, natural 

interactions in VR devices can increase performance and usability [26]. However, due to 

technological constraints, VR applications may use semi-natural interactions, which can perform worse 

than non-natural interactions [26]. In addition, VR is not constrained by physical laws [12], providing 

the ability to develop interactions not possible in the real world. In VR environments, the ability to 

interact with objects is crucial, encompassing object manipulation and selection. 

 

2.4.1 Object Manipulation 

 

Object manipulation involves a user interacting with one or more objects allowing them to 

manipulate the properties of these objects. For networked environments, object manipulation 

requires mediation when multiple users manipulate a single object. Some techniques mediate 

movement either asymmetrically or symmetrically between users to accomplish this task. For 

example, asymmetric techniques assign each user a different role [27], and symmetric techniques 

allow all users to perform the same movements [28]. Conversely, other manipulation techniques 



 

determine which users can manipulate the object through control coordination [29]. Xia et al. 

proposed a technique that permits fluid object manipulation by creating parallel objects [30]. We 

examine a hybrid technique that uses control coordination to determine which objects a user can 

manipulate and provide a way to copy, store, and share objects with other users through a system 

analogous to cut, copy, and paste systems found in modern graphical user interfaces. 

 

2.4.2 Object Selection 

 

The user's arms' reach limits natural interaction methods for object selection. To improve distant 

object selection, we can use hyper-natural or magic interaction techniques [31]. For example, VR 

developers frequently employ ray casting to accomplish this [32]. Ray casting involves casting a 

virtual ray and checking if it has intersected with an object. We examine a distant object selection 

system using a discrete ray cast selector. Despite the effectiveness of ray casting, like in the real 

world, objects in virtual reality can obscure or block the view of other objects making selection 

difficult [33]. To improve this, techniques that adjust the depth of the ray cast or translate occluded 

objects have been proposed [33]. Additional techniques have also been proposed that highlight 

close objects [30] or create miniature worlds [34]. Argelaguet et al. proposed show-through 

techniques to improve communication in multi-user VR environments [35]. 

3. Research Framework 

The VR Learning Factory is an interactive, multiplayer educational simulation that allows users to 

build toy cars using plastic brick pieces to meet generated customer orders collaboratively. 

Utilizing the Unity game engine and Photon Network Library, the virtual environment provides a 

synchronous multiplayer experience using a room system. The virtual environment comprises five 

manufacturing rooms, each representing the five manufacturing paradigms: craft production, mass 

production, lean manufacturing, mass customization, and personalized production [23]. The sixth 

room is a large storage area for completed toy cars. Through hands-on learning, users assemble 

toy cars in each of the five rooms, following the specific principles and processes of the 

corresponding paradigm. In the craft production room, users must assemble toy cars by hand to 

meet randomly generated customer orders. First, users can choose between two toy car designs 

and various colors for each part. Then, following the principles of craft production, users must 

order the correct parts, carefully assemble them, package the assembled toy car, and ensure it is 

delivered to the customer using their preferred delivery method (Figure 1). 

We investigate two interaction modes, natural and magic. Natural interactions mimic real-world 

interaction by mapping user's actions directly to their virtual representation. For the magic 

interaction mode, there are three additional tools: object container, holographic representation, and 

multi-object selection. For object container, users select, copy, and paste objects, and place them 

in a container, which the user can access at any time. Holographic representation allows users to 

see where the objects are going to be placed. For multi-object selection, users can pick up multiple 



 

objects at the same time using a volumetric selector. Figure 2 shows process flowcharts of 

assembling a toy car using these interactions. 

 

 
Figure 1. The VR Factory showing what a participant sees when assembling a toy car in the craft 

production room. Note that although it is not shown in the figure, this is done in collaboration in 

a four-person team. 

 

 

 

3.1 Object Container in Magic Interactions 

 

3.1.1 Object Selection 

 

Using SteamVR's input event system, we developed an input module that manages magic 

interactions. The input module implements a facade design pattern, providing a simple interface 

to the complex subsystems. Using this input module, we developed a discrete ray cast tool that 

allows students to select distant objects. When a user activates the pointer, the input module creates 

a line renderer from the user's hand. For every update, we check to see if the pointer has intersected 

with a valid interactable by using a physics ray cast. The pointer color changes to green if the ray 

cast collides with a valid interactable (Figure 3a). We highlight the collided interactable if the user 

selects it (Figure 3b). 
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(b) 

Figure 3. (a) A user pointing at a valid object. (b) A valid object is selected. 

(b) 

Figure 2. (a) The assembly process for natural interaction, and (b) the assembly process with 

magic interaction. 
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(b) 

Figure 4. (a) A container with stored objects. (b) A user placing stored objects into 

the scene. 

 

3.1.2 Object Placement 

 

After selecting the desired objects, users can either cut or copy the objects into a container, which 

the user can access at any time by pressing a button on their controller. The user can add multiple 

objects into the container. The container dynamically scales the objects to preserve the relational 

size between objects (Figure 4a). In addition, the initial copied object sets the local position to zero; 

further copied objects calculate the relative position from the initial object. These two features 

provide users contextual-spatial information for multiple stored objects. Finally, when the user is 

ready, they can place the stored objects into the scene by pressing the A/X button on the Oculus 

touch controller (Figure 4b). By storing and passing around multiple objects at the same time, 

magic interactions are set up for more efficient collaborations between team members. 

 

3.2 Holographic Representation in Magic Interactions 

 

To address the issue of object manipulation in the simulation, we implemented several 

improvements to our interaction mode. Specifically, we introduced object-snapping information 

and the ability for combined objects to move as one. 

 

Currently, our system uses a grid-snapping function to align placed objects relative to each other. 

A limitation of this approach is the unpredictability of object placement. To reduce this limitation, 

we developed a holographic representation of the held object at the calculated snapping position 

(Figure 5). This green holographic representation gives users a visual indication of where the 



 

object will snap to when colliding with another object, making the placement process more 

predictable and efficient. 

 

Figure 5. A participant combining two completed subassemblies. The green holographic 

representation shows the expected location of the object if the user tries to snap the object onto 

the other. 

 

A few approaches to combining game objects during runtime include creating new assets for each 

combined object or using Unity’s joint component to hold objects together. However, there are 

better approaches than these for our simulation, as we do not use kinematic objects and require 

many combined objects that users can break apart. 

 

After careful consideration, we used a parenting approach for object combination. With this 

approach, child objects can move relative to the parent object, allowing for more flexibility in 

object manipulation. When a user releases an object, we check for colliding objects and add them 

to the hierarchy of the released object. We also recalculate the collider of the combined object and 

add a SteamVR IgnoreHovering component to each child. This way, when the user goes to pick 

up the combined object, only the parent is selectable, and after pickup, the user can easily pull 

child objects off the parent. Overall, the parenting approach provides a practical and efficient 

solution for combining and breaking apart objects in our simulation, allowing a natural approach 

to building. 

 

3.3 Multi-Object Selection in Magic Interactions 

 

The new building system improves multi-object selection by treating combined objects as a single 

object. Permitting users to select, copy, and cut finished sub-assemblies as individual objects. We 



 

developed a volumetric selector that addresses occlusion issues to enhance object selection further. 

Unlike the discrete selector, the volumetric selector allows users to select multiple objects 

simultaneously, even if other objects occlude some objects. When activated, the volumetric 

selector projects a cone from the user’s hand, visually representing the selection zone. A sphere 

cast from the user’s hand collides with any objects within the cone’s base diameter (Figure 6). 

Next, we filter the objects by calculating the object’s angle from the user’s hand using the 

following formula: 𝜃 = cos−1(
𝑝𝑜𝑠𝑐𝑜𝑛𝑒⋅𝑝𝑜𝑠𝑜𝑏𝑗𝑒𝑐𝑡

|𝑝𝑜𝑠𝑐𝑜𝑛𝑒||𝑝𝑜𝑠𝑜𝑏𝑗𝑒𝑐𝑡|
) 

 

 

Figure 6. A diagram of the volumetric selector. 

 

 

Any objects with an angle larger than the closing angle of the cone are filtered out. If an object’s 

angle falls within the selection zone, it is highlighted in green, indicating its selection status. In 

addition, we have implemented an adjustable size feature to give users greater control over the 

selection area. By using the analog stick, users can quickly increase or decrease the size of the 

selection area, allowing for more precise and targeted object selection. 



 

4. Experimental Design and Results 

To evaluate and compare these interactions, we conducted a usability evaluation. This evaluation 

aims to assess each interaction's usability, performance, and collaboration. Four participants 

remotely joined in the evaluation, each using an HTC Vive, Meta Quest, or Oculus Rift S headset. 

To assess these interactions, we tasked the participants with assembling toy cars following the 

principles of craft production. Participants followed the following steps to complete the task: 

1. Each participant orders the required parts. 

2. A conveyor belt delivers the parts to the parts table. 

3. Participants must move their ordered parts from the parts table to their craft table. 

4. Each participant assembles the toy car, following the instructions above the craft table. 

The assembly task involves participants combining multiple subassemblies into the final product 

(Figure 7). 

 

 
Figure 7. The Virtual Factory showing a participant working at an assembly station. 

 

 

4.1 Object Container Evaluation 

 

To gather the necessary data, we ran two trials. In the first trial, participants only used natural 

interaction to complete the task. While in the second trial, participants used the new magic 

interaction mode we developed, but with only object container enabled. To gauge the effectiveness 

of each interaction mode on performance, we measured the time to assemble a toy car for each 

trial. Additionally, we measured the time spent collaborating for each trial (Table 1). For these 

trials, any time where a participant is helping or working together with another participant, and not 

directly on the assembly process, is included in the collaboration time data. Examples include 



 

assisting another participant in building their assembly and demonstrating how to create one of the 

subassemblies. 

 

Table 1. Trial results for natural and magic interactions (object container only). 

 Natural (min:sec) Magic – only object container 

enabled (min:sec) 

Assembly Time 14:42.97 10:30.79 

Collaboration 2:13.78 2:47.98 

 

Our usability evaluation results suggest that the newly developed magic interaction mode 

positively impacts user performance in craft production tasks. Additionally, the time spent 

collaborating was higher for the second trial. Craft production is well suited for the developed 

magic interactions, as the task heavily relies on object manipulation and selection. For example, 

participants could duplicate repeated sub-assemblies, reducing repeated trips to receive parts. 

Furthermore, participants can order a single part and replicate it as many times as necessary, thus 

reducing the number of parts they need to order. These interactions also provided additional 

methods of collaborating; for instance, participants could share completed sub-assemblies. 

 

However, the limitation of only being able to select one object at a time hindered the interactions’ 

full potential. We conducted another trial with the volumetric selector enabled, allowing for multi-

object selection (detailed in next section). During our evaluation, participants provided feedback 

on areas for improvement, including the movement of sub-assemblies and the building process. 

For example, except for the wheels, the sub-assemblies come apart when moved. Additionally, the 

building process for sub-assemblies was less predictable in VR than in the real world. These factors 

can significantly impact performance, particularly for those unfamiliar with the process. 

 

Despite these limitations, the participants’ feedback highlights the potential for continued 

improvement and refinement of the interaction methods, including incorporating more natural and 

predictable building processes and multi-object selection methods. Overall, these findings provide 

valuable insights into the strengths and weaknesses of the interactions and suggest avenues for 

future research and development. 

 

4.2 Holographic Representation and Multi-Object Selection Evaluation 

 

To gauge the effectiveness of the holographic representation and multi-object selection, we 

conducted a sample trial to assess the performance of the assembly task using the updated object 

manipulation and multi-object selection interactions. This sample trial provides a first look at the 

impact of the improved interactions on user performance. The results of this trial suggest that the 



 

updated interactions significantly improve performance over the Natural and Magic interactions 

in the previous usability evaluation (Table 2). 

 

Table 2. Trial results for natural and magic interactions. 

 

 Natural (min:sec) Magic – only 

object container 

enabled 

(min:sec) 

Magic – all tools enabled 

(min:sec) 

Assembly Time 14:42.97 10:30.79 05:28.33 

 

The usability evaluation indicates that magic interactions can increase user performance and 

collaboration. Additionally, the sample trial results suggest that augmenting natural interactions 

with magic interactions can increase user performance. However, the narrow scope of the usability 

evaluation and sample trial restricts general conclusions regarding their effectiveness. The results 

of our study highlight the importance of continuing to explore the impact of different interaction 

modes on collaboration and performance in a VR Learning Factory setting. In particular, there is 

a need better to understand the effects of natural interaction modes on performance, as this can 

help mitigate issues related to unfamiliarity with VR. Additionally, semi-natural and magic 

interactions may reduce VR-specific issues and improve overall performance and collaboration. 

 

Future research should focus on investigating the effects of these interactions on higher-level 

collaborative processes, such as mass production, to gain a more comprehensive understanding of 

their potential benefits. It is also crucial to continue investigating the impact of magic interactions 

on collaboration and performance. These investigations can inform the development of new and 

improved interaction modes that further enhance the user experience in VR Learning Factory 

settings. Overall, continued research and development in this area are essential for advancing the 

field of VR-based training and improving the effectiveness and efficiency of learning and training 

processes in the industry and beyond. 

5. Conclusions 

Collaborative problem solving is an essential skill for engineers. Training students for 

collaboration is crucial for manufacturing education. With increased deployment of VR for 

engineering education, effective collaboration between users in VR becomes an important area of 

research. This research proposes magic interactions, an interaction mode in a VR learning 

environment that allows for more effective collaborations between users. We compare two 

different interaction modes, natural and magic, for a VR Learning Factory. The magic interactions 

allow users to quickly select/copy/paste objects in the VR Learning Factory. These interactions 



 

enable users to share and duplicate subassemblies or individual objects. The usability evaluation 

indicates that magic interactions can increase user performance and collaboration.  

 

Although our initial usability evaluation indicated the potential effectiveness of magic interactions, 

we recognized the need for further improvements based on feedback from the study participants. 

As a result, we focused on enhancing the building process through more natural interaction and 

incorporating additive information to address VR-specific drawbacks. Additionally, we continued 

to refine the developed magic interactions. A subsequent test showed significant performance 

improvements, but its narrow scope precludes drawing definitive conclusions. 

 

It is essential to conduct further research on the impact of these interactions on collaboration and 

performance to continue advancing VR-based learning environments. Our research indicates the 

critical role of interaction design in creating effective and efficient VR-based learning experiences 

for learners. Additionally, to fully understand the potential benefits of these interactions, future 

work should focus on their impact on higher-level collaborative processes, such as mass 

production. By continuing to investigate and refine these interactions, we can enhance the 

effectiveness and efficiency of VR-based learning environments, ultimately improving the 

learning outcomes for engineering students. 
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