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Abstract—This paper introduces a Voice-Augmented Virtual
Reality (VR) Interface designed to enhance the experience of
interacting with 3D models in virtual reality environments,
specifically targeting serious games and learning environments.
Leveraging natural language as the primary mode of interaction,
this paper presents a framework and a study that compares
the voice-augmented system with a conventional hand controller
version across seven fundamental 3D interaction tasks. The
research explores a wide range of object interactions and offers
a comprehensive voice-augmented VR interface. The system
presents a more accessible and equitable alternative to controller-
based interactions. This is demonstrated by a user study that
compares the experiences of male and female participants en-
gaging with the system.

Index Terms—virtual reality, locomotion, accessibility, voice
interaction.

I. INTRODUCTION

Natural language interaction stands as the most instinctive
and user-friendly mode of communication [1]. Given its preva-
lence in various daily scenarios, technologies incorporating
this intuitive form of interaction possess a lower entry barrier,
thus enhancing accessibility for diverse user groups. Widely
adopted voice assistive technologies such as Siri and Alexa
exemplify the widespread acceptance of language-based inter-
action. Recent advancements in natural language processing
have significantly expanded the capabilities of speech inter-
faces, encompassing understanding spoken text [2], [3], [4],
processing natural language [5], [6], [7], generating text [8],
[9], and producing spoken words [10], [11], [12]. Within the
realm of virtual reality (VR), speech technologies are gaining
traction, being employed in conjunction with gestures for
3D scene navigation [13], [14], [15], [16], multimodal data
exploration [17], [18], and as a control feature in various
systems [19], [20].

Diverse approaches to VR interactions have been explored,
each exhibiting distinct characteristics [21], [22]. Notably,
voice-based interaction is underrepresented among these ap-
proaches, despite its intuitiveness. When improving the acces-
sibility of an application [23] or especially in scenarios where
traditional controllers or gestures are impractical, such as in
sterile conditions [22], or situations where hands are occupied
with secondary tasks [24], [25], users are unable to utilize con-
trollers or gestures, suggesting alternative solutions. Among

these alternatives, employing natural language emerges as
arguably the most instinctive solution. With a predominant
focus on the study of voice, gaze, and head movements
[21], voice input serves as an interaction technique in various
contexts [16] [20]. However, its implementation is often ad hoc
and its effectiveness as an alternative means of VR interaction
has yet to be systematically compared to conventional hand
controller interactions in terms of performance and preference.

This paper introduces a voice-augmented VR Interface
designed for interacting with 3D models, leveraging voice
as the primary mode of interaction in a virtual environment,
accessible to users with mobility impairment. Our study
compares this voice-augmented system with a conventional
hand controller version across seven fundamental scenarios
encountered during 3D interaction (scaling, locomotion, se-
lection, zooming, rotation, positioning, and collapsing a 3D
model). Expanding on prior research, including the exploration
of voice and gaze in hands-free scenarios [26], [27], our
study examines a wider range of interactions. It presents a
comprehensive voice-augmented VR interface that not only
offers equivalent interaction but, in some instances, such as
selection, provides easier alternative to hand-based interac-
tions. Furthermore, we present a general framework for imple-
menting voice commands that are applicable across different
applications. Our interface addresses accessibility concerns,
catering to individuals with mobility impairments who may
face challenges utilizing traditional controls with their hands.
We also address the issue of equity where women were often
under-represented in VR studies [28].

In summary, the contributions of this paper are as follows:

• A framework for voice commands and the development
of a voice-based tool facilitating the interactions of 3D
objects in VR, accessible to users with mobility impair-
ment.

• A comparative analysis of voice-augmented versus hand
controller interactions across seven object interaction
tasks in VR, showing the advantages of voice-augmented
interactions.

• A comparative analysis of male and female participants
in interacting with a voice-augmented VR environment,
showing equitable access across the gender divide.979-8-3503-5067-8/24/$31.00 ©2024 IEEE



II. RELATED WORKS

A. Hands-free Interactions in VR

In certain situations, such as medical environments with
strict hygiene standards [22], [23], hands-free interactions
become crucial. Monteiro et al. [21] offered an overview iden-
tifying key hands-free interaction techniques, the primary tasks
addressed, and the metrics employed. The authors highlight
voice, eye, and head as the frequently studied interaction meth-
ods. Voice-based interactions are typically categorized into two
main types. First, there are systems utilizing simple one-word
voice commands [29], such as ’open’ or ’close.’ Second, there
are systems capable of recognizing and processing complete
sentences [30], [31]. Notably, voice-based systems do not
necessarily have to rely on speech alone; they can also respond
to specific sounds [32]. For instance, Zielasko et al. [33] used
a whistle sound as a start or stop command.

Eye tracking stands out as a popular method for hands-
free interactions in virtual environments. By monitoring the
eye position in real time, users can select or point to virtual
items without moving their head [34]. Additionally, tracking
eye gestures such as blinking [35] or closing the eyes [36] can
confirm a selection. However, using the eyes as an interaction
tool can pose challenges, as natural eye movements may be
misinterpreted as undesired commands [37]. Head tracking,
involving a nod or shake, is another means to confirm or
deny specific interactions [38]. A dynamic indicator moving
with the head position can uniquely select items in the digital
world by holding the indicator over an item for a specific
duration [39], [40]. Yet, in learning scenarios, head and eye
tracking may be impractical, potentially distracting users from
the subject of study.

Other less common alternatives for hands-free interaction
encompass foot tracking [41], brain activity tracking [38],
and body tracking [29]. Each approach carries its own set of
considerations and implications in various contexts.

B. Speech-based Interactions in VR

In VR applications, speech interfaces manifest in diverse
forms, with a prevalent utilization observed in command
interfaces. Users can access a predefined set of commands
articulated through natural language. Upon detecting speech,
the system triggers the intended action, used in scenarios
like voice-controlled positioning of virtual implants during
surgical planning [20]. Voice interaction proves particularly
advantageous for immersive data visualization, given its in-
tuitive and quicker application compared to keyboard input
[35], [42]. Explorations into combining speech with gestures,
head movements, and gaze reveal an augmented user presence
in the VR experience [31]. Dialogue interfaces find practical
application in interactions with virtual avatars and agents
[43], [44]. For instance, Morotti et al. [45] employed a voice
assistant in a virtual reality fashion shopping experience, while
Chilufya and Arvola [46] designed a virtual receptionist deliv-
ering information via speech in various rooms of a university
building. Osking et al. [47] investigated the influence of speech

and visual elements on narrative within a VR experience,
discovering that the use of voice control heightens emotional
impact on users. Voice and sound emerge as alternative chan-
nels, fostering inclusivity in virtual experiences. For instance,
Ferracani et al. [48] made museums navigable for individuals
with motor disabilities through voice-based interaction. Our
work aligns with these systems and provides a VR learning
environment solely reliant on voice interactions.

C. Accessibility in VR

This section explores dimensions of accessibility in VR.
Chen et al. [49] investigated the effectiveness of different
timing strategies and modalities in disambiguating gestures
for VR interactions. Speech is identified as having the lowest
selection errors, while head gaze exhibits higher accidental
activation. The research contributes insights into designing
effective disambiguation techniques and highlights scalability
concerns for broader interactive workflows. Another tool,
VoiceDraw [50], introduces a hands-free voice-driven drawing
application tailored for individuals with motor impairments.
The study showcases enhanced control, fluidity, and creative
expression through continuous vocal parameter manipulation.
VoiceDraw offers a new dimension of creative expression for
users with motor impairments, showcasing the potential of
voice-driven applications in improving accessibility. Examin-
ing the landscape of 360◦ video players [51], findings reveal
a general lack of comprehensive accessibility support among
existing video players. The study underscores the need for
further research in 3D VR environments and suggests potential
areas for improvement. In alignment with the discussed works
above, our work represents a dedicated effort to enhance
accessibility, particularly catering to individuals with limited
hand mobility or unfamiliarity with hand controllers. Our
system introduces a voice-augmented interface designed to
facilitate the learning experience in VR for users who may face
mobility impairment with traditional hand-based interactions.
This voice interface aims to empower users to engage with VR
educational content seamlessly using their voice, providing an
improved inclusive and accessible environment.

D. VR Learning Environments and Serious Games

VR has been used in the educational context and serious
games for many different fields, including manufacturing [52],
biology [53], [54], chemistry [55], among others. It has also
been successfully used for training skills such as perspective-
taking [56], public speaking [57], scrum agile methodology
[58], for enhancing presence and motivation [59], and for
drug addiction prevention [60]. In the realm of VR for serious
purposes, multi-dimensional approaches have been harnessed
to enrich the learning experience. One of the contributions
introduces an innovative overview visualization inspired by
library shelves [53]. This comprehensive visualization en-
compasses the liver surface, blood vessels, gall bladder, and
various tumors or cysts. The interaction techniques employed
include the Virtual Hand method, enabling users to grab,
translate, and rotate 3D models. Bimanual interaction is



incorporated for scaling purposes, offering a dynamic and
immersive learning environment. The study explores the pro-
found implications of multi-user liver anatomy education in
both virtual and augmented reality environments. Another
noteworthy contribution explores the creation of an interactive
3D torso anatomy education environment [54]. Demonstrating
deformable anatomy models of male and female torso organs,
it leverages mid-air gesture interaction. This paper enriches the
educational landscape with immersive and interactive anatomy
learning experiences. A separate study explores application
of immersive technology to facilitate learning the creation
of molecules of chemical compounds [55]. Utilizing the VR
Nanome, practical activities immerse students in a virtual
organic chemistry laboratory. In a different domain, a study
focuses on the comparison of voice, gesture, and controller in-
terface methods [61]. Conducted using HoloLens, the research
emphasizes the suitability of different interaction methods for
future VR applications for children, with a specific focus
on the voice interaction task completed with the ”select”
keyword. In comparison to these contributions, our proposed
system extends the immersive learning experience to a broader
spectrum of subjects beyond anatomy. Users can interact
with any imported 3D model as part of their study material,
leveraging voice commands instead of traditional hand-based
interactions. Unlike the ad hoc implementation of prior work
with limited voice commands, our system provides a versatile
set of voice commands under a general framework that can be
easily extended. This approach aligns with the broader vision
of creating inclusive, accessible, and efficient VR learning
environments for a diverse range of user needs.

III. FRAMEWORK AND IMPLEMENTATION

This section provides an overview of our voice-augmented
framework, our voice VR interface implemented in a VR en-
vironment, and lists the tools and hardware used to implement
the application.

A. Voice-Augmented Framework

We design a voice-augmented framework for supporting
VR interactions, specially interactions with virtual objects.
Manipulating 3D objects in VR is common for VR-based
learning environments and serious games, therefore this re-
search specifically examine this aspect of VR interactions.

The general framework of understanding of voice com-
mands in our interface is based on recognition of intent, entity
and trait [62]. In the context of VR environments, we adapt
and define the following:

• Intent is the action or verb of the voice command
• Entity is the object in VR upon which the action is

performed
• Trait is the property or amount of action based on the

specific Intent
A voice command would take the form:
<Intent><optional Entity><optional Trait>

For example, in the voice command “select 34”, the “select”
word is the intent and “34” is the entity labelled with ID 34.

As a consequence of this command entity with ID 34 would
be selected.

This framework is state-based. An entity selected would be
memorized as the current state, so that later commands can
omit the Entity and refer to the entity in the current state as
the default. If the next voice command is “rotate right at 45
degrees”, then entity 34 would be acted upon as the default
entity, and it would be rotated to the right, as “Rotate Right”
is the intent and “45” would be the trait or amount of rotation
which is an angle.

In our implementation, the current state is comprised as one
entity. However, this general framework does not preclude an
expanded current state that includes multiple entities. The user
would either need to specify a particular entity or have the
command apply to all entities in the current state.

B. Voice Interface Implementation

Our VR interface is implemented in the Unity engine [63].
The environment provides users with a hands-free approach
to explore and learn complex 3D models based on the afore-
mentioned framework. The application environment resembles
a typical laboratory having a table at the center on which the
imported models are examined, a Unity canvas remains in front
of the user to convey recognized voice commands. The system
supports a comprehensive set of voice commands that can be
easily extended following the framework.

These commands facilitate diverse functionalities, allow-
ing users to interact seamlessly with the 3D model. For
instance, the “annotate” command creates labeled annotations
for individual components of a model (using names given
in Unity), establishing a visual connection between the label
and the corresponding component. “Hide annotations” clears
all created annotations, while “increase/decrease plane dis-
tance” controls the visibility of annotations within a specified
boundary, indicated by a semi-transparent plane. The com-
mand “collapse/merge model” alters a model’s appearance,
providing either a spaced-out or original view. “Pronounce
names” directs the camera to each component of the model
on the screen, highlighting and audibly pronouncing their
names. Users can stop the pronunciation with the “stop
pronunciation” command. To interact with specific compo-
nents, “select” enables users to choose individual compo-
nents of the model. Navigational commands like “move for-
ward/backward/left/right” facilitate movement of model or se-
lected component by a distance specified by Trait, and “zoom
in/out” brings the user closer or further. Rotation commands
(“rotate left/right/up/down”) rotates the object by a specified
angle in the given direction. Users can scale components with
“scale up/down” and move them up or down with “up/down”.
Cross-sectional views are accessible through “cross section
backward/forward” and “cross section up/down,” showing
vertical and horizontal cross sections, respectively. “Return to
home position” restores the model and selected component to
their original state. Additional functionalities include “copy,”
“unlock/lock view” to freeze or unfreeze the view, and “reset



(a) Scaling Task (b) Locomotion Task (c) Rotation Task

(d) Collapse Task (e) Positioning Task (f) Selection Task

(g) A component is selected (h) Zooming Task (i) Camera is zoomed onto a component

Fig. 1. Our user study involves seven tasks: (a) scaling a model to match a target, (b) moving a model to a target location, (c) rotating a model to a
target orientation, (d) breaking a model into its individual components, (e) restoring displaced components to their original locations, (f) selecting a specific
component, and (h) zooming to a specific component. (g) shows the result of having a component of a model selected and its label highlighted in red. (i)
shows the result of having zoomed onto a component. Several 3D models were used, including a Mario character, a house with components, and the veins
of an alligator head. The models were chosen to suit the increasing complexity of the tasks, and to provide some variety to keep user engagement.

environment” to restore the model to its original imported
state.

C. Software Setup

To implement our VR interface, we needed a development
environment capable of building VR applications. Our choice
was the Unity engine, offering broad compatibility, cross-
platform development, and strong community support. Se-
lecting the right speech recognition application programming
interface (API) involved considering factors such as licensing
and Unity support. We opted for the Wit.AI API, meeting
our criteria of being freely available and easily integrated
with Unity. In the main scene of the application, scripts were
written to implement functionalities for each supported voice
command. To enhance recognition, Wit.AI provided the ability
to fine-tune its model with custom voices. We fine-tuned it

with twenty-one freely available voices from IBM Watson1

and ReadLoud2. covering a wide range of accents featuring
male and female voices. Our application easily supports the
addition of new voice commands following our framework,
and the use of OpenXR makes it cross-platform.

IV. USER STUDY

Interface usability evaluation often relies on metrics such
as satisfaction, efficiency, and efficacy, commonly gathered
through tailored questionnaires to collect user feedback on
preferences and interface usage. Some studies employ vali-
dated questionnaires for this purpose [21], [64]. Similarly, we
used pre and post study questionnaires to support our analysis.

1https://www.ibm.com/products/text-to-speech
2https://readloud.net/



A. Study Setup

The user study was conducted in a controlled in-person
lab environment, with identical equipment provided to each
participant to ensure comparable conditions. To maintain a
focused environment for processing participants’ voices, only
the participant was allowed to speak during the study and
additional signs were placed outside and, in the lab, to
avoid interruptions. Participants were informed that questions
during the study were limited to special cases preventing
unintended command triggers. Any uncertainties or questions
were addressed before initiating the actual study. After a brief
introduction to the first version of the study and equipment,
participants were immersed in a virtual world. Following the
first part of the study participants were given a short break and
briefing for the second version. Post study, participants filled
out a questionnaire regarding discomfort, comfort, presence,
and usability. The entire process, including preparations, the
study, and the post-study questionnaire, took approximately 60
minutes per participant.

We utilized a laptop (11th Gen Intel(R) Core (TM) i7-
11800H @ 2.30GHz) and a desktop PC featuring a 12th
Gen Intel(R) Core (TM) i7-12700H @ 2.10GHz with Nvidia
GeForce GTX 1060 graphics. Oculus Rift S was used for this
study and was connected to the desktop PC. The laptop was
used for survey collection.

B. Procedure

We implemented two versions of the same virtual environ-
ment to compare hand and voice interactions: Voice Version
(VV) and Hand Version (HV). Each version comprised of
seven tasks. In each task, a participant needed to complete
five objectives. In both versions, a practice task preceded
each main task. The addition of a practice task ensured
that all participants felt comfortable and confident with both
versions, and no time limits were imposed on their practice.
This approach allowed participants to fully understand the
tasks, regardless of their prior familiarity with VR interactions.
Participants were asked to complete both versions. To mitigate
the learning effect in doing the second version of the study,
half of the participants were randomly assigned to begin with
VV, and the other half begin with HV.

To compare the two modes of interactions, seven tasks
covering common scenarios in interactions with 3D models
were identified. These tasks included: 1. Scaling (increasing
or decreasing size of the object); 2. Locomotion (moving the
object to target locations); 3. Rotation (rotating the object
to specific angles); 4. Collapse (breaking the object into
individual components); 5. Positioning (restoring the original
position of displaced components of an object); 6. Selection
(selecting an individual component in a complex model); and
7. Zooming (adjusting the view to have a closer look at a
specific component) (Figure 1). VV utilized the framework
as described above, while HV deployed traditional hand-
controller-based interactions, with objects selected by pointing
the controller at them, and manipulated by pressing and
holding different buttons on the controller.

Fig. 2. Completion time comparison between VV and HV over the seven
tasks, averaged over all participants. Error bars represent one standard
deviation. Numeric values are listed in Table III.

V. RESULTS AND DISCUSSIONS

Each participant was assigned a unique ID to ensure
anonymity of the study data. In total, 26 participants were
recruited from a university. There were 12 self-identified
male and 14 self-identified female participants, aged 18 to
29. Participants reported White, Latino, South Asian, East
Asian, and Middle Eastern as their ethnic backgrounds. All
participants spoke English at native, advanced, or intermediate
levels. Only two participants responded to sensitivity to VR
sickness as “somewhat” while the rest responded “no.”

After the study, participants completed the post study ques-
tionnaire. Twenty-five participants agreed that interacting with
3D models was easier using voice commands. Furthermore, all
participants were of the view that it took less time to complete
the tasks in VV. Regarding user discomfort/fatigue/dizziness,
participants provided ratings on a scale of 1 to 10, where 10
signified maximum discomfort/fatigue/dizziness and 1 min-
imum. Notably, all participants indicated ratings of 1 or 2
for VV while the responses for HV exhibited a more varied
distribution between 3 and 9. Five participants indicated a level
of 3, another five participants at 4, eight participants at 5, four
participants at 6, two participants at 7, one participant at 8, and
one participant at 9. This suggests a broader and higher level of
discomfort/fatigue/dizziness experienced by participants using
HV. Finally, nearly all participants (25 out of 26) expressed
that they felt less confused when completing tasks with voice
commands compared to using hand controllers. This indicated
a higher level of clarity and ease of understanding in utilizing
voice-augmented interactions.

A. Quantitative Analysis

The common measure across all tasks is time taken to
complete each task. The comparative analysis between the
VV and HV reveals notable advantages of voice-augmented
interactions across various dimensions. Figure 2 shows the
comparison of the completion times of each of the seven tasks,
averaged over the 26 participants. VV outperformed HV in
every task, with the results statistically significant at the 95%



confidence level using two-tailed paired t-tests. We observe
that VV excelled in tasks requiring selecting components of
a complex model and zooming to such a component. For
example, the average time taken for the selection task in
VV was 56.3 seconds, significantly lower than HV’s 267.6
seconds.

Precision of the submitted results is measured in terms of
the total errors made (Table I). Since users were allowed to
submit a task result without precisely meeting the require-
ments in scaling, locomotion, positioning, and zooming, we
measured precision of the submitted results. For the scaling
task, differences between the target and user-submitted scales
were recorded. Position differences between user-submitted
and target positions were logged for locomotion, positioning,
and zooming tasks. The ability of VV to specify precise
commands was an advantage HV cannot match.

Another measure is the total number of mistakes made by
participants due to taking an action that did not lead to the goal
(Table II): the number of wrong selections was recorded for
the selection task; for locomotion, positioning, and zooming
tasks, movement mistakes were counted when users moved in
directions other than the correct one; rotation mistakes were
considered for rotation and zooming tasks when users rotated
in the wrong direction (every wrong input counted as one). In
VV, mistakes were recorded for all tasks whenever users gave
a voice command that was not leading towards completing
the tasks. The results indicated finer control and accuracy
achieved through voice commands. However, VV had a caveat
of occasionally recognizing the wrong voice command (when
the participant said one command and the voice recognition
system understood it as another), albeit still at a much lower
frequency compared to the mistakes made in HV. The total
numbers of wrong voice recognition of all 26 participants
were 56 (scaling), 12 (locomotion), 20 (rotation), 0 (collapse),
4 (positioning), 16 (selection), and 5 (zooming). We believe
that this could be improved with better voice recognition
algorithms, and fine-tuning with a participant’s voice instead
of generic voices.

TABLE I
TOTAL ERRORS MADE BY ALL PARTICIPANTS DURING THE ENTIRE STUDY,

MEASURED IN UNITY IN-GAME UNITS.

Errors Voice Version Hand Version
Scaling Task Size Errors 0.00 0.29

Locomotion Task Position Errors 0.00 22.12
Positioning Task Position Errors 0.00 3.00
Zooming Task Position Errors 0.00 10.54

Lastly, we present the results of a comparative analysis
of female and male participants in interacting with a voice-
augmented VR environment (Table III). Researchers have
consistently pointed out the under-representation of female
participants in VR research [28]. This could have substantial
adverse effects on diversity and inclusion in VR-based serious
games and learning environments. Past research has shown that
men and women might interact with VR in different ways [65]

TABLE II
TOTAL MISTAKES MADE BY ALL PARTICIPANTS DURING THE ENTIRE

STUDY.

Mistakes Voice Version Hand Version
Locomotion Task Movement 5 78

Rotation Task Rotation 4 2390
Positioning Task Movement 0 121

Selection Task 0 60
Zooming Task Rotation 0 1509

Zooming Task Movement 0 171

TABLE III
TIME COMPARISON BY GENDER, AVERAGED ACROSS PARTICIPANTS. TIME

MEASURED IN SECONDS. STANDARD DEVIATION IN BRACKETS.

Tasks All Male Female
Participants Participants Participants

VV HV VV HV VV HV
Scaling 35.2 84.7 34.5 83.5 35.9 85.8

(17.4) (36.8) (19.5) (46.6) (15.4) (25.5)
Locomotion 30.4 100.7 31.0 83.0 29.8 115.9

(9.9) (41.4) (11.1) (30.8) (8.7) (43.3)
Rotation 31.9 40.6 32.5 * 38.0 * 31.4 42.9

(11.7) (15.9) (10.7) (17.3) (12.4) (14.2)
Collapse 6.6 50.4 6.8 46.0 6.5 54.3

(1.7) (15.7) (1.8) (15.8) (1.6) (14.6)
Positioning 41.4 200.6 40.5 164.8 42.1 231.2

(2.9) (91.4) (2.5) (59.0) (3.0) (102.4)
Selection 56.3 267.6 53.4 239.3 58.7 291.9

(23.8) (123.7) (28.3) (112.2) (18.8) (127.8)
Zooming 21.8 127.8 22.6 114.2 21.2 139.5

(5.1) (35.8) (6.0) (32.9) (4.2) (34.0)

and that women are more susceptible to simulation sickness
than men [66]. This could be the result of VR devices not
designed to fit the facial features of women [67]. Therefore, it
is important for us to analyze any differences between female
and male participants when proposing a new framework in
VR. Table III shows that VV consistently outperformed HV
in every task, across the gender divide, with statistical sig-
nificance shown in every case, except for male participants
in the rotation task (marked in table with *). Notably, even
though in HV, male participants took less time on average
than female participants for all tasks, this is not the case for
VV. For VV, there are no statistical differences between female
and male participants for any task. This finding indicates that
a voice-augmented VR system is equally accessible and user-
friendly for both female and male users, thereby reducing
entry barriers and enhancing inclusivity for women using VR
environments. Examining the standard deviations across tasks
provides insights into the consistency of performance. VV
consistently exhibited lower standard deviations across tasks,
indicating a more reliable performance compared to HV.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a voice-augmented framework
and implementation for VR-based interactions in virtual en-
vironments. In the light of the results discussed, the voice-
augmented interface not only demonstrated low error rate but
also exhibited superior precision and efficiency, supporting our
contribution to provide hand controller equivalent interactions



in VR. We also showed the female users are not disadvantaged
by the voice-augmented system compared to male users. These
findings underscore the potential of how voice-augmented
interactions can be used to provide an accessible VR interfaces
for all users, particularly in educational contexts where precise
and intuitive interactions with 3D models are crucial for a
seamless learning experience.

While our study has provided valuable insights into the
comparative analysis of speech-based and hand controller
interactions in VR environments, future work could focus
on refining voice recognition algorithms to improve the ac-
curacy of the voice interface. Investigating machine learn-
ing techniques may contribute to more robust and nuanced
voice command understanding. Further efforts can be directed
towards making VR interfaces more accessible for a wider
range of user groups, including those with varying levels
of physical disabilities, by incorporating eye-tracking tech-
nologies. Adapting the interface to accommodate users with
different needs and preferences would contribute to a more
inclusive learning environment. Extending the application of
the VR voice interface to cover diverse domains beyond object
interactions could open new possibilities and contribute to the
innovation of accessible VR interfaces for serious games and
virtual learning environments.
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